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Abstract

The application of Machine Learning algorithms must always take into account the objectives
set within the project, the characteristics of the domain where the project will be carried out and the
data available to use. Given this, it is essential before collecting data considered as representative
of the problem to be solved, because otherwise there may be hidden biases in the data and these
may solve a different problem from the one intended. In this context, the aim of this work is to
apply a process based on the Gridding method that allows the analysis of the features of the data
to be used. This process is applied to the historical data of a pediatric medical office where it is
sought to implement an intelligent system that allows to predict the number of normal and over-
shift appointments for a particular date and time, since it is desired to hire, when necessary, another
pediatric doctor to assist in the care of patients.
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1 Introduction
Machine Learning is considered to be the discipline that studies and models learning processes with
their multiple manifestations in order to be able to be transferred to computers [1, 2]. The aim is to
reproduce aspects of the behavior of intelligent beings to facilitate the implementation of software
systems in complex environments [3] by building models from the observed data [4]. The software
systems thus generated are called Intelligent Systems [5, 6] and can be applied in different domains
to solve different types of problems. Since the beginning of this century, its use has spread rapidly
and it is often a more attractive alternative than building models manually, although "Automatic
Learning is not magic, you cannot get something out of nothing" [7], since in order to apply any of
the algorithms it is essential to have data. One of the types of problems where Machine Learning has
been applied has to do with the construction of models capable of inferring from historical data the
dependencies between the past value and the short-term future, which are the so-called Predictive
Models. As indicated [8], predicting the future is one of the most important and difficult tasks in
the applied sciences. One of the main reasons is that Predictive Models start from the behavior of
historical data, so they must assume that the future will be the same (or similar) to the past [9]. In
the event that some behavior changes, the generated model will become inefficient. Therefore, it is
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essential to have a large amount of data representative of the domain of the problem that allows the
model to generate better predictions. Likewise, when the data are not representative enough, they
are said to have a Bias. This term is used to speak of something biased or twisted [10], so it is used
in psychology to refer to the tendency or prejudice of a person to perceive and interpret reality, thus
generating a distortion of it. In Statistics, Bias is used to refer to the difference between the value
generated by the model and the expected value [11]. In the context of Predictive Models something
similar happens. If the data presents a bias, then there is a risk of generating an Intelligent System
that is not based on reality and produces erroneous results [7]. In other words, you could be training
the algorithms to solve a different problem from the one you want to solve.

For this reason, it is essential to know in advance the biases associated with the data and the
intelligent system so that they can be understood by future users to avoid misunderstandings and sit-
uations of discrimination [12]. It is not rare that developers with the best intentions can involuntarily
produce intelligent systems with prejudicial results, because even they may not understand enough
of the problem, its context and the data to prevent unintended results. The worst thing about this
scenario is that the bias may be so subtle that it goes undetected during testing. If this system is then
put into operation and users come to rely blindly on the long-term results, it could lead to situations
of sexism, racism and other forms of discrimination [13].

In this context, an adaptation of the Repertory Grid has been proposed in [14] to evaluate the col-
lected data with the assistance of the available domain experts and determine whether it can be used.
Likewise, in [15] the proposedmethod has been applied to a higher education institution course data
to predict the students’ performance throughout the course and identify their strengths and weak-
nesses. In this work, the method is applied to another case study for the management of patient’s
appointments in a pediatric office in order to evaluate whether they are sufficiently representative to
implement a future Intelligent System. For this purpose, section 2 presents the problem identifica-
tion, section 3 describes the Repertory Grid technique and section 4 describes the data gathered and
its context, whose evaluation is dealt with in section 5. Section 6, implements a prototype of the intel-
ligent system based on the data evaluated. Finally, section 7 presents the conclusions and the future
line of work.

2 Problem Identification
Obtaining the data for the construction of Predictive Models is not a trivial task. For example, take
the case of determining the amount of historical information needed to obtain the best results [16].
According to [17], the usual answer to the question "how much data are needed" is "as much as pos-
sible". The more data you have, the better you will be able to identify the structure of the model and
the patterns used for prediction, but in practice it is essential to put some limits on it. Although there
are publications [18, 19] that indicate minimum requirements for the amount of data to be applied,
these are considered over-simplified because they ignore aspects such as the underlying random vari-
ability of the data. Therefore, in order to define the amount of data to be used, it is first necessary to
identify the available data sources and understand their characteristics. Only then, it will be possible
to collect data that fully represent the problem to be solved [20]. The same happens when determin-
ing the appropriate attributes to be selected as input and output variables of the model [16]. To this
end, in addition to analyzing the sources of historical information, the characteristics of the domain,
the objectives set and, often, the technology used for the construction of the Predictive Model must
also be considered. It may also happen that the historical data available in computerized reposito-
ries are not enough, so other sources should be used, such as the opinion of experts in the field [17].
Likewise, when the data is not sufficiently representative and presents a bias, there is a risk of gener-
ating an Intelligent System that is not based on reality and produces erroneous results [7]. In other
words, you could be training the algorithms to solve a different problem from the one you want to
solve. However, it is not true that this is always a bad thing. According to Tom Mitchell’s principle
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of "the futility of bias-free learning" [21], biases are necessary for algorithms to work. By removing
them it may seem that a desirable goal is achieved, but in truth the result becomes virtually useless
since an ’unbiased’ Intelligent System loses the ability to generalize and process new examples. So,
although in ordinary life prejudice is a pejorative word, since preconceived notions are bad, in this
case, preconceived notions are absolutely necessary for the algorithm to learn [22].

In any case, as mentioned in the previous section, it is essential to know in advance the biases
associated with the data and the Intelligent System so that they can be understood by future users
to avoid misunderstandings and discrimination situations [12]. An illustrative example of this situa-
tion is Beauty AI [23], which has been publicized as the "first beauty contest judged by robots" and to
which approximately 6,000 women from more than 100 countries around the world have registered.
According to its creators, this intelligent application seeks to eliminate the prejudices of human jurors
by using objective factors of a contestant’s image (such as the amount of wrinkles and facial symme-
try) to identify the most attractive ones. But, according to [24], at the end of the competition the
result was not as expected: of the 44 winners, practically all were white (very few were of Asian ori-
gin, and only one had dark skin), although the developers claim that they did not consider skin color
as a sign of beauty. This is because during the training the algorithm had a large number of photos
of Caucasian women but very few of women of color, that is, there was a significant bias in the data.
To solve this problem, the application had to be retrained, including a greater variety of photos and
generating a new version.

Another case, more serious, is the software applied in the ’predict policing’ initiative [25], which
seeks to prevent crime by determining where the police should patrol according to the prediction
of the occurrence of future crimes. According to its critics [26], many of the predictions generated
by the algorithms tend to fail because the data provided by the police is incomplete, partial and/or
erroneous [27]. In addition, the number of failures increase as the system is used. Consider the case
in which police officers detect and stop a minor crime in the area they were sent to patrol, which
according to [28] will always happen because the police tend to think that there will be a crime and
therefore suspect of everyone in the area. The crime data recorded will then be used by the algorithm
to increase the risk of the area. In the long run, this could result in more patrol assignments to that
area leaving others that may actually be at similar or higher risk with few or no patrols. Something
similar has been detected about software used to assess the risk of recidivism in offenders [29]. In
[30], it was found that a black defendantwas twice as likely to commit future crimes andwas therefore
assigned a high risk, while white defendants were considered to be low risk. Since this information
is used by the judge to determine whether they were granted parole, it has generated a significant
disproportion in the prison population.

One of the main issues in the implementation of Intelligent Systems has to do with the steps asso-
ciated with collecting the data, integrating, cleaning and pre-processing it. It is therefore essential to
identify and understand them first [31]. In [12], the need for Intelligent Systems to avoid undesired
behavior and generate evidence that involuntary failures are unlikely is emphasized. To this end, it is
essential to have "transparency" not only about the data and algorithms involved, but also in explain-
ing how the results have been generated. Therefore, progress must be "continued" by making AI (in
general) and Machine Learning (in particular) a mature field of engineering so that they can create
"predictable, reliable, robust and safe systems".

Consequently, this work aims to assist the developers of an Intelligent System, at the beginning
of the project, in identifying sources of bias in the data and thus reducing their impact. In the initial
tasks of these projects, work is done on the steps associated with collecting the data, integrating it,
cleaning it up and pre-processing it. To do this, it is essential to identify and understand the data
first [31], which is not a trivial task. The sources of historical information must be analyzed, and the
characteristics of the domain, the objectives set and the expectations of users must also be consid-
ered. In addition, historical data available in computerized repositories may be insufficient, so other
sources, such as expert opinion, should also be used [17, 22]. However, experts are usually unable or
unwilling to provide their knowledge, and more effective indirect techniques are needed to educate
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and represent that knowledge [6]. For this reason, this proposal considers the possibility of applying
a semi-automatic procedure to generate a representation of the available data and allow experts to
analyze and interpret it more easily.

3 Repertory Grid
The Repertory Grid technique has been defined by psychologist George Kelly in [32] and is based on
the Theory of Personal Constructors. A construct is, according to the RAE [33], a "bipolar descriptive
category" that people use to organize "data and experiences from their world", which Kelly considers
as "a way in which two or more things are similar and therefore different from a third or fourth thing"
[34]. So, "personal constructs" are characteristics of objects or elements that allow a person to make
judgments [35] and interpret the world around him.

In this sense, the Grid applies these bipolar characteristics to generate an objective representation
of the mental image by which a person distinguishes between similar and different elements [36]. To
this end, it seeks to "go beyond words" [34] by processing the subjective data provided by the person
through simple operations [37].

The basic steps of a Grid are divided into the following five stages [34, 36, 38]:

1○ Identification of the Elements: seeks to identify a homogeneous and representative set of con-
ceptual elements within each category involved in knowledge.

2○ Identification of Characteristics: determines the list of bipolar characteristics that can be at-
tributed to the elements identified above.

3○ Design of the Grid: with the elements and characteristics identified, a two-dimensional matrix
(the "grid") is generated, where the elements are located in the columns and the characteristics
in the rows. For each element/characteristic intersection, the person must enter a numerical
value, and there are three ways to construct a grid:

– Dichotomous grid: the values that are assigned are binary, depending on whether the ele-
ment has (1) or not (0) each characteristic.

– Classification grid: it is assigned the logical position or ranking that an element has on each
characteristic.

– Evaluation grid: the values are defined as the degree of satisfaction with which the element
in question covers each characteristic.

4○ Formalization: with the values assigned in the grid, it is proceeded to analyze the relationships
between the Elements and the Characteristics independently of each other:

– Classification of the Elements: it is a matrix of distances between the elements is generated
using the Manhattan distance formula [39] with the values of each pair of columns. With
these distances, the elements start to be grouped, always taking the least distant ones (that
is, with the smallest value). When all the elements are grouped, each of the groups will be
represented with an ordered tree.

– Classification of the characteristics: since the characteristics are bipolar, two types of distance
must be calculated: distance 1 using the Manhattan distance between the rows of the grid
and, distance 2, using the Manhattan distance between one row of the grid and another
row of its opposite (in which the complements of the grid values are assigned). Then,
these distances are unified by taking the smallest value between each combination of char-
acteristics. Finally, the same steps as for the Element Classification are applied, generating
the corresponding ordered tree.
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5○ Analysis of the Results: with the ordered trees already generated, it is proceeded to carry out
their corresponding analysis and interpretation to determine the number of groups and the
similarities between them. Finally, these results are then presented and discussed together with
the person who provided the information for the Grid. The application of these steps can be
seen in [38].

Although Repertory Grid was originally defined as a means to help mentally ill people become
aware of inconsistencies in their own scales of values [34, 38], it has subsequently been successfully
applied in other domains [40], such as Computer Science, Marketing, Business Administration, En-
gineering and Tourism, among others [41]. In this sense, the acquisition of knowledge for the con-
struction of Expert Systems is significant [32, 42]. Since experts in the field feel more comfortable
(and more precise) when they are able to use their own terminology, Repertory Grid allows for the
acquisition of knowledge in a more natural and flexible way than other techniques [35]. In addition,
since a grid can analyze any topic, knowledge can be acquired on a wide range of subjects.

Another application can be found in the "Theorise-Inquire" technique [43], where the Grid is used
to evaluate experts’ "hunches" about the quality of available data sources. Thus, it is possible to test
whether the information registered in the database is in accordance with the expectations of the do-
main experts (i.e. complete and without errors). While these objectives are similar to those of the
procedure proposed above, when looking at an example of this technique in [44], on the analysis of
the databases of a large retail chain in the United Kingdom, it can be seen that it works differently.
In "Theorise-Inquire", Repertory Grid is used in its traditional sense, i.e. to "make explicit the knowl-
edge of the experts and then use that knowledge to direct the data analysis" [43]. In other words, it is
the experts who provide the values of the grid corresponding to the situations they have experienced
(elements) and their distinctions from each other (characteristics).

The results of this grid are then associated with the available data so that the experts’ theories can
be confirmed. In contrast, in the procedure proposed above, the grids are generated directly from the
data collected and then the results generated by the formalization of the grid are contrasted with the
experts’ view.

4 Context Case Study and Collect Data Description
The case study is conducted within a pediatric medical office, which sees children from birth to their
teens on their 18th birthday. Office appointments are provided online, with the exception of prenatal
or first-time telephone consultations. Despite not having an on-call service, unscheduled consulta-
tions from their own patients are often attended to. Appointments for such consultations (called
"over-shifts") are granted by telephone on the same day as they are required. Such over-shifts ap-
pointments are discharged by the secretary the same day they are requested, since if an over-shift
is required, the office must be called to check availability. The over-shifts appointments are regis-
tered between the normal appointments. For example, between the 9:00 a.m. and 9:30 a.m. normal
appointments there may be an over-shift appointment at 9:15 a.m.

In this context, the aim is to implement an intelligent system that allows for the prediction of the
number of normal and over-shift appointments for a particular date and time, given that it is desired
to hire, when necessary, another pediatrician to assist in the care of the patients. For this reason, it is
considered essential that the systemprovides results that are consistentwith themanagement of office
appointments. In addition to collecting the historical data that will be applied to build the intelligent
system, it is necessary to identify the general characteristics of the domain where the prediction is
made. Moreover, it is essential to detect situations or events to be considered forwhich there is no data
or the data available is not representative. Otherwise, the system could generate incorrect predictions,
leading the physician to make wrong decisions.

As for the data collected, the appointments are granted from November 2017 to date were ob-
tained. Previously, the management of the appointments was always in charge of the secretary of the
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office, who from a phone call of the patient (in this case, mother, father or guardian, being a minor),
recorded the appointment in a paper agenda. For this reason, as of November 2017, a computer sys-
tem is being usedwhere the patient can obtain his/her appointment directly through aweb pagewith
the additional option of being able to cancel it.

The data was extracted directly from the computer system database in a comma-delimited text
file (CSV) containing the following ten attributes:

– DATE: Full appointment date, the format of which is dd/mm/yyyy (day/month/year).
– HOUR: Appointment time, with format hh:mm (hour:minutes).
– ID_PATIENT: Patient’s identifier (numerical data type).
– SURNAME: Patient’s last name.
– NAME: Patient’s name.
– ID-SPECIALIST: Identifier of the pediatrician treating the patient (type of numerical data)
– SPECIALIST: Name of attending pediatrician.
– BOX: Number of the office where the patient is treated.
– OBSERVATIONS: Observations that the patient can add when booking the appointment.
– STATUS: Appointment status (type of numerical data) The possible states are the following:

○ 1: "available"
○ 2: "booked"
○ 3: "waiting"
○ 4: "attending"
○ 5: "finished"
○ 6: "suspended"

As for the status of an appointment, its management starts with the creation of the appointment,
which is in charge of the office secretary. When an appointment is created, it is createdwith "available"
status. Patients log in to the office website and book their appointments at their convenience. Each
appointment that is booked by a patient is set to "booked" status.

Once the patient arrives at the office on the day his or her appointment is booked, the secretary
records that the patient has arrived, so the appointment goes to "waiting" status. When the pediatri-
cian attends to the patient, the appointment changes to "attending" status and at the end it changes
to "finished" status. At the end of each day, if there are appointments that became available because
patients did not show up or were not booked, the secretary records this situation and those appoint-
ments are passed to "suspended". The patient may cancel an appointment at any time. This is done
through the appointment notification email that is sent to the patient’s personal email address. When
patients cancel their appointments, the appointments return to "available" status.

5 Results of the Application of the Repertory Grid Method
From the available data obtained for the case study, it is analyzed if these data are representative of the
business to build the intelligent system, that is, if the data are sufficient and appropriate to consider
all the possible situations of the problem to be solved. This is done by applying the method proposed
in [14]. This process is based on the Repertory Grid technique described previously in section 3, but
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presents some differences with respect to the original technique. The main difference is that the grids
are generated directly from the data collected and then the results generated by their formalization
are contrasted with the vision of the experts or stakeholders in the business.

In addition, three grids are used: one corresponding to the Elements (which allows the evaluation
of already known classes) and, two for theCharacteristics (one direct and one opposite, to evaluate the
rest of the attributes). Therefore, it is necessary to first carry out a set of tasks related to the collection
and preparation of data to generate the grids, which will then be processed to generate the trees to
be interpreted. The results to evaluate the data are presented below.

– Phase A: Design of the Grids

○ Activity A.1- Data Preparation
Data preparation tasks including formatting, cleaning and integration of data are carried
out. In this context, the following decisions are taken according to each attribute available
in the CSV file:
∎ BOX: is not taken into account as it always takes the same value.
∎ OBSERVATIONS: is not taken into account because it is empty in all records.
∎ ID_PATIENT: cannot be used for confidentiality.
∎ SURNAME: cannot be used for confidentiality.
∎ NAME: cannot be used for confidentiality.
∎ SPECIALIST: is not taken into account as it is considered to be redundant with the

specialist’s identifier, so only the ID-SPECIALIST attribute is used.
∎ STATUS: since appointment records have been found that have not been assigned a

final status ("FINISHED" or "SUSPENDED"), it is adjusted as follows:
· For the 94 records with "booked" status, the patient is considered not to have at-
tended the appointment, so they are moved to the SUSPENDED status.

· In contrast, the 40 recordswith "waiting" status and the 94 recordswith "attending"
status are considered to have been attended to by the specialist and are therefore
changed to the FINISHED status. Both decisions were consulted with the physi-
cian responsible for the office.

∎ DATE: this attribute is split in two: DATE-MONTH (containing the month number)
andDATE-DAY (that contains the day number). The year of the date is not considered,
since the prediction will be made in the future. A new attribute APPOINTMENT-
TYPE is created to indicate whether or not it is an over-shift, assigning the values of
"APPOINTMENT" and "OVERSHIFT-APPOINTMENT". This attribute is calculated
considering if there is another appointment for the same specialist with the same day,
month, year, hour and a difference of minutes less than 15 (decision consulted with
the office secretary).

∎ A new SCHEDULE attribute is created to indicate whether it is morning, midday or
evening appointment.

This generates a file containing the following seven attributes: DATE-MONTH,DATE-DAY,
ID-SPECIALIST, SCHEDULE, STATUS, APPOINTMENT-TYPE, of which the first four are
numerical and considered as input attributes and the last two are combined to form the
target attribute. As a result of this conjunction. the values: "APPOINTMENT-FINISHED",
"OVERSHIFT-APPOINTMENT-FINISHED", "APPOINTMENT-SUSPENDED" and finally
"OVERSHIFT-APPOINTMENT-SUSPENDED" are obtained.

○ Activity A.2- Data Segmentation
In this task, the numerical attributes are segmented. The data is imported into the Tanagra
tool [45] and the Kohonen SOM neural network [19] are used. With a distribution of 3x3
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neurons (i.e. with a maximum requested of 9 clusters), a distribution has been reached
that has a cluster with less than 10 tuples ("c_som_2_3"), as can be seen in the sheet "Res
Kohonen" (Result of Kohonen)1. Also, a new attribute called Cluster_SOM_1 has been
added to the data indicating the cluster identifier assigned to each tuple. This new struc-
ture, which is included in the sheet "Datos Segmentados" (Segmented Data), will be used
in subsequent tasks. Table 1 shows the number of tuples per cluster.

Table 1: Number of Tuples Assigned per Cluster

Cluster Cluster ID Number of Tuples
Nº 1 c_som_1_1 1397
Nº 2 c_som_1_2 1125
Nº 3 c_som_1_3 1354
Nº 4 c_som_2_1 1891
Nº 5 c_som_2_2 1053
Nº 6 c_som_2_3 0
Nº 7 c_som_3_1 995
Nº 8 c_som_3_2 1500
Nº 9 c_som_3_3 21

○ Activity A.3- Design of the Elements Grid
Using the segmented data obtained in the previous task, the Element Grid is generated. It
is a 4x9matrix since it has four columns corresponding to the values of the classwith values
"APPOINTMENT-FINISHED", "OVERSHIFT-APPOINTMENT-FINISHED", "OVERSHIFT
-APPOINTMENT-SUSPENDED", and "APPOINTMENT-SUSPENDED", as well as, nine
rows corresponding to the clusters "c_som_1_1", "c_som_1_2", "c_som_1_3", "c_som_2_1",
"c_som_2_2", "c_som_2_3", "c_som_3_1", "c_som_3_2", and "c_som_3_3"). To complete the
matrix values, the steps proposed in [14] are applied. To illustrate these steps, the defi-
nition of the value V12 corresponding to class "OVERSHIFT-APPOINTMENT-FINISHED"
and cluster "c_som_1_1" is presented below as an example:
1○ The number of tuples is determined in the segmented data for the cluster "c_som_1_1"

and class "OVERSHIFT-APPOINTMENT-FINISHED", which is equal to 706.
2○ The total number of tuples is defined for "OVERSHIFT-APPOINTMENT-FINISHED"

class that is equal to 4002.
3○ The membership percentage is calculated using equation 1.

P12 = T12

∑9
i=1 (Ti2)

= 706
4002

= 0.1764 (1)

4○ The percentage obtained using equation 2 is formatted.

V12 = Rounding up [P12 ⋅ 10] = Rounding up [1.764] = 2 (2)
5○ Then, 2 is recorded as the V12 value in the matrix corresponding to the class and the

cluster.
In the same way, the rest of the values are completed, as can be seen in the sheet "Parrilla
de Elementos" (Elements Grid), obtaining as a result the grid shown in Table 2.

1https://github.com/inteligenciaartificialutn/Paradigm
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Table 2: Elements Grid

APPOINTMENT OVERSHIFT- OVERSHIFT- APPOINTMENT
-FINISHED APPOINTMENT APPOINTMENT -SUSPENDED

-FINISHED -SUSPENDED
c_som_1_1 1 2 1 1
c_som_1_2 1 1 2 1
c_som_1_3 2 1 1 2
c_som_2_1 2 2 2 2
c_som_2_2 1 1 2 2
c_som_2_3 0 0 0 0
c_som_3_1 1 1 0 1
c_som_3_2 2 2 1 1
c_som_3_3 0 0 0 0

○ Activity A.4- Attribute Weighting
In this task, the segmented data of activity A.2 are again used, using the Tanagra tool [45]
to perform the weighting of the interdependence between the generated clusters and the
data attributes. This is done by generating conditional probabilities through the Näive
Bayes algorithm, as can be seen in the sheet "Res NaiveBayes" (Result of Näive Bayes).

○ Activity A.5- Design of the Characteristics Grids
From the conditional probability tables obtained from the previous task, the two Charac-
teristics Grids (Direct and Opposite) are generated. These have a 9x4 structure since there
are nine cluster values indicated as columns, and 4 attributes as rows. As you can see in
the sheet "Parrilla de Caracteristicas" (Characteristics Grid), we proceed in this way with
all the combinations obtaining the grids indicated in Tables 3 and 4.

Table 3: Direct Characteristics Grid

c_
so
m
_1
_1

c_
so
m
_1
_2

c_
so
m
_1
_3

c_
so
m
_2
_1

c_
so
m
_2
_2

c_
so
m
_2
_3

c_
so
m
_3
_1

c_
so
m
_3
_2

c_
so
m
_3
_3

DATE-MONTH 0 1 10 10 0 0 0 10 10
DATE-DAY 9 0 6 10 10 0 0 0 3

D-SPECIALIST 10 10 10 10 10 0 10 10 0
SCHEDULE 0 4 7 0 4 0 0 0 0

– Phase B: Formalization and Analysis of the Grids

○ Activity B.1- Classification of the Elements
From the Element Grid obtained in activity A.3, the distances between the columns (i.e.,
the elements or classes) are calculated using the Manhattan distance [39] over the values
in Table 2. In this way, the element distance Matrix shown in Table 5 is obtained. Since
the absolute differences between the classes are considered, only the distances above the
diagonal are indicated because the distances below it are equal.
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Table 4: Opposite Characteristics Grid

c_
so
m
_1
_1

c_
so
m
_1
_2

c_
so
m
_1
_3

c_
so
m
_2
_1

c_
so
m
_2
_2

c_
so
m
_2
_3

c_
so
m
_3
_1

c_
so
m
_3
_2

c_
so
m
_3
_3

DATE-MONTH 10 9 0 0 10 0 10 0 0
DATE-DAY 1 10 4 0 0 0 10 10 7

D-SPECIALIST 0 0 0 0 0 0 0 0 10
SCHEDULE 10 6 3 10 6 0 10 10 10

Table 5: Matrix of distances between elements

APPOINTMENT OVERSHIFT- OVERSHIFT- APPOINTMENT
-FINISHED APPOINTMENT APPOINTMENT -SUSPENDED

-FINISHED -SUSPENDED
APPOINTMENT - 2 5 2

-FINISHED
OVERSHIFT- - - 5 4

APPOINTMENT
-FINISHED
OVERSHIFT- - - - 3

APPOINTMENT
-SUSPENDED

APPOINTMENT - - - -
-SUSPENDED

From this distancematrix, some groupings aremadewith theminimumdistance criterion.
In this case, the minimum distance is 2; then, the classes "APPOINTMENT-SUSPENDED",
"APPOINTMENT-FINISHED", and "OVERSHIFT-APPOINTMENT-FINISHED" have been
joined. Later, the distance matrix is updated, as shown in Table 6. In this way, only
the "OVERSHIFT-APPOINTMENT-SUSPENDED" and the "[APPOINTMENT-FINISHED,

Table 6: Matrix of distances between elements after the first cluster

OVERSHIFT- [APPOINTMENT-FINISHED,
APPOINTMENT APPOINTMENT-SUSPENDED,
-SUSPENDED OVERSHIFT-APPOINTMENT-

FINISHED]
OVERSHIFT- - 3

APPOINTMENT
-SUSPENDED

[APPOINTMENT-FINISHED, - -
APPOINTMENT-SUSPENDED,
OVERSHIFT-APPOINTMENT-

FINISHED]
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APPOINTMENT-SUSPENDED, OVERSHIFT-APPOINTMENT-FINISHED]" group needs
to be joined to finish (the graphic representation of this is shown in activity B.3).

○ Activity B.2- Classification of the Characteristics
In a similar way to the previous task, the distance matrix is generated for the attributes
or characteristics of the grids obtained in task A.5. However, since there are two grids, a
Direct one associated to the first pole of the attributes and anOpposite one associated to the
second pole, in this case for each combination it will be necessary to calculate two distances
(d1 and d2). In this way, the Distance Matrix d1 and d2 of the Characteristics is obtained,
which can be seen on the sheet "Distancias de Caracteristicas" (Characteristics Distances).
As it can be seen, the values of d1 are located above the diagonal and those of d2 below
it. Since a single distance is necessary to make the groupings, d1 and d2 must be unified,
taking the lowest value for each combination. This means that, for each combination of
attributes, the minimum is taken between the value below and above the diagonal.
Then, the values below the diagonal are discarded, thus obtaining the Unified Distance
Matrix (included in the same sheet of the spreadsheet). Finally with the unified matrix,
the corresponding groupings are carried out with theminimumdistance criterion as it was
done with the elements in the previous task (the graphic representation of this is shown
in activity B.3).

○ Activity B.3- Interpretation of the Results
From the groupings obtained in the tasks B.1 and B.2, both the Ordered Tree of Elements
shown in Figure 1 and the Ordered Tree of Characteristics in Figure 2 are generated, which
are also available in the sheet "Interpretación Elementos" (Interpretation of Elements) and
the sheet ’Interpretación Características’ (Interpretation of Characteristics). The interpre-
tation of these trees is included below:
∎ Analysis of the Ordered Tree of Elements: Two groups have been generated in this

tree. Thus, both suspended normal appointments ("APPOINTMENT-SUSPENDED")
and finished normal appointments ("APPOINTMENT-FINISHED"), as well as the
finished over-shift appointments ("OVERSHIFT-APPOINTMENT-FINISHED") have
a more similar behavior than the suspended over-shift appointments ("OVERSHIFT-
APPOINTMENT-SUSPENDED").

∎ Analysis of the Ordered Tree of Characteristics: In this tree 3 groups have been gen-
erated. As a first grouping, the specialist physician (ID-SPECIALIST) is related to
the schedule in which he attends (SCHEDULE). Then, this grouping is related to the
month (DATE-MONTH) and finally, to the day of the appointment (DATE-DAY).

Figure 1: Ordered Tree of Elements

ParadigmPlus (2020) 1:1



12 Cinthia Vegega et al.
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Figure 2: Ordered Tree of Characteristics

○ Activity B.4- Discussion of the Results
As a last task, a meeting is held with the pediatrician and the office secretary who take the
role of experts in the domain to discuss the results generated in the previous tasks that are
interpreted in activity B.3.
In the first instance, the analysis of the ordered tree of elements is presented to the pediatri-
cian and the office secretary, explaining the meaning of the tree together with its interpre-
tation. In view of the relationship between normal appointments with status completed
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and suspended together with completed over-shift appointments, they mention that this
relationship is correct, given that the behavior of over-shift appointments is similar to the
behavior of normal appointments. The only difference is that the over-shift appointments
are requested on the same day by the patient and not in advance as the shifts. On the other
hand, they agree that it is correct that suspended over-shift appointments are not within
the same relationship because it is very rare for over-shift appointments to be canceled by
patients. In general, unless the patient requires a very urgent consultation andmust attend
an appointment, patients who ask for over-shift appointments attend the office at the time
indicated by the secretary.
Then, the analysis of the attribute groupings is continued. For this purpose, the ordered
tree of characteristics is presented, together with its interpretation. In view of this, they
express that they also agree on the relationships generated, since the specialist who attends
in the office always has a certain schedule. In this case, within the office, there are only two
specialists but the objective is to incorporate evenmore in determined schedules. Likewise,
there are times when the specialists take turns (for example, during vacation periods) so it
is considered correct to relate this to themonth and finally to the day of themonth inwhich
they attend. Likewise, the doctor tells us that he would have liked to know the season of
the year, because depending on the season there may be more or less appointments. As
the season can be calculated with the existing data, it is not necessary to carry out a new
analysis and the interpretation of the tree is considered correct.
It is therefore concluded that the version of the data is representative of the behavior of the
office’s normal and over-shift appointments. From these conclusions, the version of the
data used is representative of the behavior of the appointments of the office, therefore, it
is the one that can be used for the implementation of the intelligent system.

6 Implementation of the Intelligent System Prototype
From the data considered as representative and the problem to be solvedwithin the case study, an ini-
tial prototype of the intelligent system is built. In this case it is very important to carry out a prediction
of the number of normal and over-shift appointments with precision because it is critical to ensure
the success of the model, but it is not necessary to know how the results generated were obtained.
In other words, it is not necessary for the network to explain or justify the results obtained. There-
fore, in this case, it has been determined that the most suitable architecture for the intelligent system
corresponds to Multi-Perception Artificial Neural Networks (ANN) with training by backward error
correction [16], better known as BackPropagation ANN [46].

This type of network applies supervised training and only has forward connections between its
neurons which are organized in several layers [47]:

– the first layer is the input layer for receiving the values from the outside.

– the last layer is the output layer for returning the results generated by the network, and

– he neurons located in the intermediate layers are called hidden or processing layers (in a net-
work there may be no hidden layer, a hidden layer or more than one).

Before starting work on ANNmodeling, it is necessary to transform the available data to a format
that best suits this architecture. Then, the values are converted into numerical values so that they can
be used. Since it is desired to be able to estimate the number of normal and over-shift appointments
for a given date and time, taking into account the appointments actually attended (i.e. appointment
with a "FINISHED" status) such as those that were requested but then canceled (in a "SUSPENDED"
status), the following input and output attributes are defined for ANN:
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– Input Attributes:
○ DATE-MONTH, corresponding to the month of the date to be estimated.
○ DATE-DAY, which corresponds to the day of the month of the date to be estimated.
○ DATE-SSN, which indicates the season of the year corresponding to the date to be esti-
mated (where 1 corresponds to "Summer", 2 to "Fall", 3 to "Winter", and 4 to "Spring").

○ DATE-SCHDL, which indicates the time of the date to be estimated (where 1 corresponds
to "Morning", 2 to "Noon", and 3 to "Evening").

– Output Attributes:

○ N-APP-FINISH, which indicates the number of normal appointments with finished status
for that date and time.

○ N-OSA-FINISH, which indicates the number of over-shift appointments with finished sta-
tus for that date and time.

○ N-APP-SUSP, which includes the number of normal appointments with suspended status
for that date and time.

○ N-OSA-SUSP, which indicates the number of over-shift appointments with suspended sta-
tus for that date and time.

An extract of the prepared data can be seen in Table 7.

Table 7: Extract from the prepared data
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4 11 2 3 0 1 2 4
5 17 3 1 11 2 7 8
7 16 3 3 4 1 0 1
9 31 4 2 1 1 1 0
11 1 1 1 9 5 0 4

Once the data is prepared, the initial model is built. For this purpose, the NEAT4J framework2
is used, which implements in Java the "NeuroEvolution of Augmenting Topologies" or NEAT [48]
algorithm for the construction of ANN using evolutionary algorithms. In this case, a fitness function
provided by the framework called "MSE NEAT Fitness Function" is used to minimize the error when
calculating the square average of the difference between the desired output and the one generated
by the network. Due to the requirements of this function, the values of the attributes have had to be
reformatted into decimal numbers (when divided by 100), as can be seen in Table 8. This data is then
stored in a new CSV file to be accessed from the framework.

Finally, the data from the new CSV file are supplied to NEAT4J, so that the latter may begin to
evolve possible ANN topologies to generate the quantities corresponding to the date to be estimated.

2http://neat4j.sourceforge.net/
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Table 8: Extract from the prepared data and formatted to decimal values
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0.04 0.11 0.02 0.03 0.00 0.01 0.02 0.04
0.05 0.17 0.03 0.01 0.11 0.18 0.07 0.08
0.07 0.16 0.03 0.03 0.04 0.01 0.00 0.01
0.09 0.31 0.04 0.02 0.02 0.01 0.01 0.00
0.11 0.01 0.01 0.01 0.09 0.05 0.00 0.04

After several runs, the "species" with the best suitability value (i.e., the ANN topology that generates
the least error in the prediction) is obtained in "time" (or cycle) 939 of the 3rd run with a suitability
value of 0.0569. The topology thus generated is shown in Figure 3.

This topology contains:

– 4 Neurons in the Entrance Layer.

– 4 Neurons in the First Hidden Layer.

– 4 Neurons in the Second Hidden Layer.

– 5 Neurons in the Third Hidden Layer.

– 3 Neurons in the Fourth Hidden Layer.

– 9 Neurons in the Fifth Hidden Layer.

– 4 Neurons in the Exit Layer.

Figure 3: Artificial neural network topology
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From this defined topology, the ANN prototype is constructed using the NeurophStudio tool3.
Then, a new project is generated in which a Multi-Perceptron BackPropagation ANN is defined that
applies the topology defined by NEAT4J as can be seen in Figure 4.

This ANN is then trained and validated with the data analyzed in the previous section. Although
in a real project it would not make sense to validate an intelligent system with the same data with

3http://neuroph.sourceforge.net/

Figure 4: ANN architecture implemented in NeurophStudio
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which it was trained (given that the precision thus obtained is not reliable), here we only seek to
confirm that the probabilities provided by the network can be considered as representative of the
data used. In this case, an accuracy of 98.8% is obtained for completed normal appointments, 98.9%
for suspended normal appointments, 95.3% for completed over-shift appointments and 97.8% for
suspended over-shift appointments. Based on these results, it is possible to ensure that this ANN is
useful to be used as a basis for the Intelligent System that predicts the number of normal and over-shift
appointments in the doctor’s office.

7 Conclusions
The Repertory Grid technique is used to generate an objective representation of the mental image
that a person has of the elements in a given area, seeking to go beyond the words that the person
could convey. In the present work, an adaptation of this technique is implemented to evaluate the
data obtained about the medical appointments of a pediatric office, in order to determine if they can
be used for the construction of an intelligent system that predicts the number of normal and over-
shift appointments in a certain date. From the analysis made, it has been detected that the version
of the data is considered sufficiently representative and therefore useful for the implementation of
the Intelligent System. In turn, this has been confirmed with a prototype with an Artificial Neural
Network modeled and trained from these data.

As a future line of work, the prototype will be applied in the medical office to evaluate its capacity
for generalization in new situations.
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